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Angel G. Angelov

LEXICAL COHESION IN BULGARIAN LEGAL DISCOURSE

1. Method and Tasks

This paper describes the goals and the algorithm of a study entitled “Lexical
Cohesion in Bulgarian Legal Discourse” and provides an overview of its second
part, “Lexical Collocations in Bulgarian Legal Discourse.” The study in question
follows certain recent trends in the field of Natural Language Processing (NLP)
and Computational Lexicography. The problems of computational lexicography,
in turn, are immediately related to the analysis of corpora, which are linear
structures and where the identification of the universal features, on the one hand,
and the systemic modeling, on the other hand, are the result of a “pleasant”
processing of empirical data.

1.1. As we know, classical fext linguistics in the school of Halliday and Hasan
has evolved into corpus linguistics, which has provided a fresh perspective on
the at least one-hundred-year-old linguistic problem formulated by F. de
Saussure: the question of the syntagmatic and paradigmatic levels of language.
Computational analysis provides an easy and effective way of testing paradig-
matic structures in the syntagm and vice versa, i.e. it provides an opportunity for
extracting paradigmatic relationships from the linear character of speech.
Contemporary linguistics distingnishes between semantic relations and for-
mal relations. Semantic relations are also discussed by text linguists, followers
of Halliday and Hasan (1976), as well as de Beaugrande and Dressler (1981),
van Dijk (1981), etc., but they are also discussed by Lyons (1977), Cruse (1986),
Wierzbicka (1999), MJller and Felibaum (1992) The question and task of the
study under consideration is to link the two types of semantic relations —
horizontal and vertical. The analysis of lexical collocations appears to be very
important for these semantic relations (Firth 1957, Halliday 1966, Halliday and
Hasan 1976), although later both Halliday and Hasan abandoned this term
(Hasan 1984, Halliday and Hasan 1986). Nevertheless, this approach — to

' G, Miller is the leader of the project on the so-called Online Lexical Database for English
{WordNet) at Princeton University.
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observe the combinations of the words and to study their variations oh a formal
as well as on a mental level — has been developed far in the works of John
Sinclair (1991).2

1.2, The study in question is based on the computational analysis of a corpus of
500,000 words, drawn entirely from the genre of Bulgarian Statutory Texts. The
corpus includes the Constitution of the Republic of Bulgarig, the Code of Civil
Procedure, the Code of Criminal Procedure, the Family Code, the Sea Aress,
Inland Waterways and Ports Act, the Road Traffic Act, etc.: a total of 49 current
Bulgarian laws which would cover 800 pages if printed out. In tetms of content,
the study thus belongs to the field of forensic linguistics, which is devoted to
legal discourse analysis. Forensic linguistics is also a new and bordetline
discipline of linguistics.?

Forensic linguistics {cf. Knifka 1990} is mainly designed to contribute to the
objective character of legal and court proceedings ~ an extremely important and
humane task. The study presented in this paper, I must admit, tends to “exploit”
statutory texts, like any coherent toxts, for the purpose of testing and applying
statistical and computational procedures. However, as we shall see from the
analysis, there are no texts devoid of meaning — Shcherba’s glokaya kuzdra ... is
applicable to syntactic but not {o pragmatic relations, i.e. it does not apply to text
structures, Semantic relations at both the syntagmatic and paradigmatic levels
embed the text within reality, whereas reality, as Hasan shows, determines
intextual variability, The same conclusions are also drawn by Paul Ricoeur
{1986) in hiz study of the relations between text and reality, as well as by
Halliday and Hasan in their 1986 book defining the term context configuration.

1.3. After this general introduction, we preceed to the algorithm of the study
under review. The task is to analyze the séructure and texture of the corpus in
question and, on that basis, to identify certain lexical-semantic relations in the
specialized language of law. The hypothesis is that the semantic oppositions of
the concepts, the relations of inclusion and exclusion in the lexicon, as well as
the relations of repetition, complementation and paraphrase in the syntagm are
thematically restricted. In its final version, this hypothesis goes as follows:

? There are studies of the collocations concerning Slavic languages — of. Cermak and Holub
1982, Barakova 1995, Reuther 1994, In some works there is no clear distinction between the
terms coflocation and valence. Tust let us remind that the later is marked as connected with
the theory of Tesnidre (1953) about verbial grammatical enviromment.

Needless to say, the tasks fonmulated by the Intermational Association of Forensic Lingnistics
are not confined to the “testing” of linguistic models in the legal system of commnunication,
but also deal with, for example, how speech acts fimetion with the application of Schegloff’s
conversational analysis to court dialogues, etc.
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“There cannot be a good lexicon of the whole lanpnage!” The lexicon of the
entire language is made up of mumerous sub-lexicons, which differ by subject
and genre — just as coherent texts do not include the entire language but are
divided by subject and genre depending on the cultural contexts of socmhty

To prove this hypothesis, the study applied 12 computerized procedures of
three types: automatic, manual, and manual-automnatic. The 12 procedures are:

1. Identifying the words with the highest frequency, using the NoteTab-Light.
software, This is an antomatic procedure, in which the analysis proceeds from
the syntagmatic to the paradigmatic level.

2. Identifying the grammatical characteristics and grammatical classes of
words — a manual procedure, since I am not aware of the existence of software
that can identify the morphological features of a given corpus in the Bulgarian
language and, most importantly, in the Cyrillic alphabet.

3, Identifying — within the grammatical classes — the most frequent words, or
the so-called rank list. This procedure is entirely automatic (NoteTab-Light).

4. Identifying the grammatical forms of the words — not in general, but as they
occur in the corpus — known as tagging. This procedure is manual-automatic,
using NoteTab-Light.

These first four procedures may be defined as contert analysis of gram-
matical classes. They pave the way for the subsequent essential analysis. of the
texture (cohesion) of the text.’

5. Identifying the collocations (word combinations) of the most frequent
nouns, vetbs, adjectives, participles and adverbs (ten samples each). Here the
analysis proceeds from the paradigmatic to the syntagmatic level because the
criterion for the keyword in collocations is based on the concept of frequency
estabhshed by means of the first four procedures. The software applied here is
FindText.’

6. Identifying the repetitions in the text or analyzing tauntologies (vertical
repetitions of stems, not of forms). This step actually repeats Step 1, but is re-
quired here for an analysis not of collocations but of coreferences. The findings
are a reference point for the next step: analysis of syntagmatic variability.

¢ This framework was outlined even by Malinowski, but can also be found in the works of his
followers Halliday and Hasan {1986), as well as in the similar inferpretations of van Dijk
{1981} and Paul Ricoeur (1986).

5 In fuct, the results of these analyses have been published in Angelov 2000,
& This program was prepared especially for the purposes of this study by M. Vojnova,
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7. Identifying variability in the cases of same or similar meaning, In fact, this
is an analysis of synonymy (which is regarded as including hyponymy and
meronymy). The analysis proceeds from the paradigmatic to the syntagmatic
level, and the procedure is manual-automatic, using the Presto software for
encoding.

8. Analysis of cataphonc and anaphoric coreferences, so-called anaphora
resolution. This procedure is applied from the syntagmatic to the paradlgmanc
levels, using Presto once again — manual-automatic. encoding.

9, Identifying homonyms in the text. This is the so-called semantic discrimi-
naiion or concordance. The procedure is from the syntagmatic to the paradig-
matic level, with back testing — verification in the syntagm aimed at isolating
syntactic semantizations. The procedure is manual-automatic: homonyms appear
in the automatic search, but have to be described and analyzed, ie. disam-
biguated.

10. Kentifying antonyms — the procedure iz automatic for antonyms of the
X/not-X type, but manual for antonyms with different roots. The approach is
from syntagm to paradigm in the first case, but fiom the paradigm to syntagm in
the second case.

11. Observations on recurrence (repetmons of roots and morphemes; also
analysis of syntactic agnation and parallelism). This is, in fact, isolating deriva-
tives — a comparatively simple task for the computer, which can apply FindText
to search for and find whole words as well as morphemes.

12, Isolating terms and terminological phrases. This sub-task is a generali-
zation of the previous procedures and mamly of the analyses of collocations and
coreferences.

2. Results

The results ought to confirm the principles of linguistic variability formulated by
R. Jakobson. As is known, those principles are selection and combination (cf
Waugh and Monville-Burston 1990). The same principles, called restrictive
selection, are formulated by Katz and Fodor (1963), who regard selective
restriction (cf. Johnson-Laird 1988) as a projection of the paradigm on the
syntagm, i.e. generation. Computational corpus analysis is modeled rather on the
reverse process of generation, i.e. reception; in other words, it involves an ap-
proach from syntagm to paradigm or, more precisely, identification {resolution)
in the syntagm and semantization (comprehension) in the paradigm (even though
identification, as we also know from phonology, is systemic-structural),
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2.1, The most frequent meaningful words

2.1.1. Procedures 1 to 4 identified the following words as the most frequent
meaningfnl nouns: roxpmma ‘year,” Jmme ‘person/party,’ saxom ‘statute,” cha
‘court,’ mpaso ‘law,’” cpox ‘period,” cweer ‘council/board,” cpemereo ‘means/
vehicle,” pex ‘procedure,” croBoxa ‘liberty’; in the course of the analysis of the
grammiatical forms, however, their order changed: 3akos ‘statute,” nuue “person/
party,’ mpaso ‘law,’ pex ‘procedure,” cva ‘court,” ceoboxa ‘liberty,” cpox
‘period,’ creer ‘council/beard,” epegerso ‘means/vehicle,” cuna ‘force,’

2.1.2. The most frequent verbs in legal discourse (exciuding the verb cbm ‘to be’
in all its forms, as well as Mora ‘can’ — and the forms moxe/me Mmoxxe
‘can/cannof’ respectively, and uma/asva ‘to have/have not’) are: nakassam ‘to
punish,” mapEpmBaM ‘to perform,’ onpemermsM ‘to determine,” magapaMm ‘to is-
sue,” orrosapsu ‘to respond/be liable/be in charge,” mamaram ‘to impose,” xo-
myckaM ‘to admit,” mpousHacsM ce ‘to pronounce,” ynpaxrAsBaM ‘to exercise,’
cTHraM ‘to achieve,” nposescram ‘to conduct,”

2.1.3. The most frequent adjectives in legal discourse are: MHHHCTEPCKE
‘minjsterial,” 6xmrapcxn ‘Bulgarian,” Haposen ‘national,’ npesoszen ‘shipping,’
anMupucTpatueer ‘administrative,” BpTpemen ‘internal,’ Tpymos ‘indusirial,’
IepuareH ‘state,” mpotecromnanen ‘professional,” npenxomen ‘preceding.’

2.1.4. The most frequent participles (which are very important because they
indicate universal roles of the persons) are: ocpmenms ‘the convict,” pas-
nuteauug ‘the interrogatee,” samomospenust ‘the suspect,’ ocurypemmg ‘the
insured party,’ cnevemimms ‘the successful party,” sacrpaxosaumsa ‘the insuring
party,’” IpEBOSBAIK, ‘a carrier,” ciepApamrad ‘the next,’ cuacseamms ‘the rescuing
party,” archerpamms ‘the absent,” Baxaspanus ‘the punished,” 3anperenus ‘the
legally incapable,” onpenenen ‘specified.”

2.2, Collocations of 10 of the most frequent meaningful nouns
2.2.1. The noun collocations show that the word 3axen ‘statute’ occurs in the
following set phrases: pen, ompemeneH cbc 3akoH ... ‘procedure regulated by
stalute ...," cIywamTe, TIpeABHACHN B 3aK0HA .., ‘cases provided for in the stat-
ute ...,’ JMANATA, YCTAHOBEHH OT TO3M 3akoH ‘the persons specified by this statute’
The collocation mo cmnara Ha 3aKkoHa ‘by force of statute’ is also a set phrase,
along with o pex ycraHoBeH B 3aKoHa ... ‘according io a procedure established
by statute ...,” coopen Tosm sakon ‘according to this statute.” In addition, the
mest frequent verbal collocations of the word 3akon ‘statute’ are the following;
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aprnara ‘applies,” ypexpa ‘regulates,” peanara “vests,” Bmiza B cuna ‘enters into
force.” This analysis indicates that the noun saxon ‘statute’ has a special, almost
“sacred” function in legal texts. Through it the text identifies itsctf as legal, and
this word is thus at the top of the systematic hierarchy, collocating with a whole
range of adjectives that specify its meaning.

2.2.2. The word mune ‘person/party,” which is the abstract legal subject that
becomes an ofiexr Ha TperApane oT 3axona ‘object of the law,” has a similar
function. This word occurs in the following collocations: neTEMK € nune,
Koero ... ‘a passenger is & person who ...’ Bofau e mane, xoero .. ‘a vehicle
operator is a person who ..."; 3ae10 JIATE € BCAKO NANE, KOETO .., ‘an employee is
any person who ...," GespaGorgo mane e BesKo NFme, KoeTo .. ‘an unemployed
{(person) is any person who ..." Hence, this type of definitions in statutory texts
plays the role of social casting. Apart from social casting, however, we also
have court casting: semo mmme ‘expert witness,’ Tpero mune ‘third party,’
OCBIeHO Juile ‘convicted person,’ yimrdeso mme ‘guilty party,’ yxprsage nmne
‘harboured fugitive/absconder,’ 3agppxanc mae ‘apprehended person/person in
custody/detainee,’ permerpupano mne ‘registered person,” npH20BaHO NAUEe
‘subpoenaed/vouchee,” mopcraneno muue ‘straw man/dummy,’ HoeTpamamo
mune “wronged/injured person,’ mrexnoctHO yHue ‘official/office holder,” etc.

2.2.3. The word ¢nx ‘court’ also plays the role of a supreme institution and main
agent which realizes the law, In addition, the court-qualifiers indicate the court
hietarchy: Komcrmrymuonen cng ‘Constitutional Court,’ BEPXOBEH b
‘Supreme Court,” BEpxoBeH KacanuofeH cbl ‘Supreme Court of Cassation,’
oxkprxer ¢njf ‘district court,’ paiiored cpg ‘regional court,’ amelaTHBEH ChA
‘appellate court,” Esponeiicka oy ‘European Court,’ ete, The most frequent
verbal collocations are: pasrnesya ce oT craa ‘heard by the court,” onpenens ce
or cuiaa ‘adjudicated by the court,” mpexpatsma ce oT craa ‘dismissed by the
court,” etc. For its part, car ‘the cowrt’ paspemara ‘grants,” Haspayana
‘appoints,” moxamsa ‘invites,” mscayinsa ‘hears,” mocrarosapa ‘rules.’

2.2.4. ‘'The word mpaBo ‘right/law’ is polysemous. In the phrases scexm uma
IpaRo Ka TEPCH ... ‘everyone has the right to seek ...’ mcexu uma mpaso na
urdopmupa ... ‘everyone has the right to inform ..., cnyxuTemuTe uMar npano
Ja ce cApymamar.. ‘employees have the right to associate ...,’ this word
collocates with the verb mma *to have’ and, respectively, mama “to have not,” and
it is clear that its meaning is close to that of the word csoGoza ‘liberty’ or the
word paspemenue ‘permission.” Beyond the collocations with mma/msma “to
have/have not’ and if it is modified by a qualifier, npaso has a different meaning
— the legal metatext and body of legal standards, i.e. ‘law’: MexmyHaporuo
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mpaBo ‘international law,” naxasarenso upaso ‘criminal law,” rpamxpmancxo
npaeo ‘civil law,” Here the meaning of the word nparo is close to that of the
word 3axon and likewise indicates a classification and hierarchy of the body of
legal texts.

2.2.5. The word epox “period’ oceurs in the following set phrases: cexemanenen
CpOK OT NoyYapane Ha nprRopkara “within a period of seven days after receipt
of the summons,” naragane Ba cpoka ‘expiration of the period,” cpoxsT 3amoyra
ga rede oT,.. ‘the period begins to mn from ...," ycraHoBens cpokose ‘estab- .
lished periods,’ narroCTHH cpokose ‘limitation periods,” etc. The analysis shows
that this word collocates with variable numerals: cpok ot 5 rogumm ‘a period of
five years,” cpox ot 3 ropuu ‘a period of three years,” etc.

2.2.6. The word cpBeT ‘council/board/advice’ requires a modifying adjective that
specifies its meaning in 90% of the cases: in statutory texts this word is used not
in the sense of ‘advice’ but of ‘council/board,” ie. ‘a group of people’ with
particular functions: Munucrepexn ceser ‘Council of Ministers,” Haznsopen
chBeT ‘Supervisory Board,” Yopasurenen csser “Management Board,” Xopaben
crieT ‘ship’s crew council,” Creer Ha gupexropute ‘Board of Directors,” ete.

2.2.7. The word cpepcteo ‘means,’ is as abstract as the word nune ‘person/
party.” It can have countless referents and requires qualification. The frequency
of this word, however, is highest in the Road Traffic Act, where it almost always
refers to means of transport: MoTOpHC Ipeso3Ho cpefcTBo ‘motor vehicle’ or
ITBTHO NPEBo2Ho cpeaeTro ‘road vehicle.’

2.2.8. The word pen ‘procedure’ constitutes — just as the words saxon and nparo
(in the sense of ‘law’) — the statutory texts, indicating the algorithm (sequence)
of legal proceedings: obugns pex ‘the standard procedure,” 1o uckor pex ‘by an
action proceeding,” no coaeben pey ‘judicially/through the courts,’ ete,

2.2.9. The noun crobozua ‘liberty’ occurs in the phrase mummarame ot csoGopa
‘deprivation of liberty® in 99% of the cases, This is in fact a euphemistic usage
of the word satsop “[term of] imprisonment’ or HaxazanHe-3aTBOp ‘penitentiary
punishment.’

2.2.10. The word cana “force’ ocours in the phrases: 3akoHsT Bi¥sa B cuna ‘the
statute enters into force,” pemeprmero pmmsa B cuna ‘the decision enters into
force.” That is because in the pragmatics of legal 1exts there are two important
initiations of the text: first, upon its enforcement in regard to the whole society,
when it can be read by everybody and has a preventive function; and second,
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when it is read in court (reading aloud) — when the law is realized or, in legal
terms, is.applied to the relevant persons.

3. Conclusions

As the review of nouns shows, statutory texis prescribe specific collocations of
the keywords, i.e. we have formulag and set phrases, These formulas, however,
are also indicative of the specific pragmatics of this type of texts, which are
obviously “designed” to cover, place within a certain framework and vegulate
the whole of society. In practice, the laws realize important social distances,
which result from the social and textual interaction; they divide society in two —
law-abiding citizens and law-breakers; while assigning a special role to jurists,
who are intermediaries and agents (surgeons, if you will) in this type of inter-
action. As we have seen, however, this is sometimes hidden by euphemisms —
maniaBaHe ot ceoGoma ‘deprivation of liberty’ means satsop ‘imprisonment,’
whereas mWiaTeXHR cpeeTa ‘means of payment’ equals wapu ‘money.’

3.1. For considerations of space, I will not discuss typical collocations of the
most frequent verbs, adjectives and adverbs. As regards the verbs, I will only
note that they are very few in number — the verbal frequency in statutory texts is
only 6.23%, versus 18.92% in fictional and 17.2% in spoken conversational
texts, Besides, most of the verbs do not have autonomous concrete meaning
(such verbs may refer to different kinds of action): w3rEpmeam ‘to perform,’
mpoBexaaM ‘to conduct,” ynpaxmasaMm ‘to exercise.” This, however, does not
apply to the verb makazsam ‘to punish,” which is very frequent — but mainly in
criminal law, and is used most frequently in the reflexive impersonal construc-
tion ce maxassa ‘shall be punishable.” The doer is thus an unspecified, imperson-
al subject (although everybody knows that this is saxon ‘the law’ and B uMero
Ha 3axoHa ‘the coutt in the name of the law’), but those impersonal phrases
show that in fact there is an avoidance of responsibility, as if the court was
apologizing for its adjudicative power. The court, as supreme implementer of
the law, also hides behind other impersonal constructions such as: ce monycxa it
shall be assumed,” ce mamara ‘it shall be necessary,” ce oupenena ‘it shall be
determined,’ ce cuura ‘it shall be considered,” etc. In addition, the verbs in these
texts are entirely in the third person singular and plural, and in the present tense.
Perfective verb forms which, ag is known, collocate with modal verbs or future
or past perfect forms, are avoided as often as possible. The modal forms ceaeT
MOXKe Jia IocTaHOBH ‘the cowrt may hold,” cuapT Moxe na mamoxwu “the court
may impose’ are exceptions.
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3.2, All those conclusions are drawn on the basis of the analysis of syntagmatic
structures and, moreover, of the analysis of collocations only. The analysis of
coreferences requires special attention. As regards paradigmatic structures such
as homonymy, synonymy and antonymy, I will only note that even though
synonymy and homonymy are deliberately avoided in legal texts, both types of
semantic variability ocour in these texts. As iz kmown, homonymy is easily
eliminated in syntagmatic propositions, unless it results from some deeper
grammatical or pragmatic ambigpity. In NLP terms, this elimination is called
disambiguation. As a method of analysis (i.e. a form of reception), disambi-
guation is related to the trapsition from syntagmatic to paradigmatic. Con-
versely, in text generation, paradlgmanc homonyms are referred to and tested in
propositional string dlsamb1guahon In other words, the polysemy of expressive
devices is resolved by lengthening the propositional string. Redundancy may
thus be tautological, but is in most cases synonymous and designed to help the
listener {reader) in coping with homonymy. In some cases this might even be an
elaborate precaution against misunderstanding. The accumulation of synonyms
thus has a cumulative semantic effect and, from the perspective of theme-rheme
relations, the rhemes in such synonymous propositions are coreferent only, and
not referent.

3.3. Finally, I would like to draw attention to the phenomenon of flexive disam-
biguation, or avoiding ambiguities through suffixation. Let us take a random
example: the word mepeo ‘“tree/wood/timber.” To check the meaning of this
word, we use the plural forms: aspso-1EpBa ‘wood/wood”® and gEpBO-IBEpRETA
‘treeftrees.” This disambiguates the polysemy and also changes the references,
Flexion thus plays the role of microlocation and of disambiguator of lexical
polysemy. This also applies to words which have two meanings in the singular
and just one in the plural, Thus for example, the word npamo ‘law’ is a singularia
tantum in one of its two meanings: ‘a body of legal documents,” ‘meta-language
of the law.” In its second meaning, the word npano ‘right’ has a plural form and
is synonymous with the word ‘liberty’ in the sense of ‘rights and liberties.” This
is how the microlocation of the suffix is a factor for the disambiguation of
homonymy,

But the semantic network of lexical synonyms and antonyms also plays the
role of a system corrector even without a syntagmatic test. We can draw the

‘We should note here that computers do not make a strict distinction between homonymy and
polysemy.

This example is hard to be translated, but even in English we have wood (singulare tantum) —
hard solid substance of the tree below the bark; and woods (plurale tantum) ~ area of land
covered with growing trees {not so extensive as forest),
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conclusion that semantic relations at the paradigmatic level have ordered
referents in the mental lexicon, but they need to be specified in the syntagm, and
occasionally acquire secondary semantizations. Grammatical devices can serve
ag a corrector in some cases only (the article morpheme can also be such a
cotrector). In most cases, this role {s played by lexical collocations.

In conclusion, I would like to note that flexive disambiguation teguires
special attention from the perspective of computational lexicography, and offers
yet another argument for approaching mental system reality as adequate to both
sensory and semiotic reality. -
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